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Implementation of protocol stack

sez 5 F. Daker, Ldizar

= Router process packets
at Network Layer
* Operations specified in
RFC 1812
= How can we build an
IPv4 router?

Requirements for IF Version 4 Routers
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Software router

= Hardware _rqf
e PC with multiple NICs
= Software

* What functions do we
need to implement?

CPU MEMORY

hd (Figure from Douglas Comer: Network
System Design using Network Processors)

network interfaces and other IO devices
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Software router

= Can we write a user-space IPv4 application?
* Possible, but inefficient
= IPv4 as operating system component
* OS has better access to hardware resources
* OS can access packet data without copying
= Typical
* IPv4 processing part of kernel
* Three steps:
» Input processing

» Forwarding
» Output processing

= What are the technical challenges?
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OS implementation

Application
generates traffic

Sends packet Packet Mo
to socket for host? Drops packet

Packet arrives

at device

Sends packet to
transport layer

Sends packet to
network |ayer

Yes

Sends packet to
network |ayer

> Forward
packet?

Trier nally Externally

Network Layer

Sends packet
to socket

Puls packet in
application buffer

Sends packel
to device

Transmits packet

(Figure from http://www.cs.binghamton.edu/~ghose/CS529/linuxTCP/linux-net.html)
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OS implementation

Network Drivers (drivers/net/*)

Linux Kernel 2.4
Packet handling V A ip_finish_outpu2
) r (net/ipv4/ip_outpurc)
' ‘ % (netioresdavey |- Ocallshh output or
raise NET_RX_SOFTIRQ | netif_rx o dst output reutine
(nevcore/dev.c) ip_forward_finish

tnevipv4fip_forward.c)

o handle 1P options
o fragment packet

net_rx_action
tnet/core/dev.c)
| [NET_RX softirg]

packet_rev

NF_IP_POST_ROUTING

ip_finish_output

(newipvip_output<)

arp_rev

<tcpdump process>
<dhepd process> handle arp requests
< and replies

ip_output

(netfipv4fip_input.c)

verify skb, 1P header
and 1P checksum

(nevipvaVip_forward.c)

o handle router alert

(net/ipy4/ip_output <)
overify TTL
o verify strict routing

NF_IP_LOCAL_OQUT
o send redirect if needed

o decrease TTL. ip_build_xmit

o verify that frag is possible (mnw) ip_build_xmit_slow
ip_rev_finish ip_build_and_send_pkt
(neipv4/ip_inpur.c) ip_queue_xmit
(nevfipv/ip_output.c)

in_local_deliver

NF_IP_PRE ROUTING

tretfipvAfip_input.c)

defrag fragmented packer

NF_IP_LOCAL_IN

o find input route if unknown

ip_error .
o handle 1P options tnetfipvasromte.c) ocreate and build 1P packet
o find ourput route

ip_local_deliver finish rouring error : send jamp pkt -
(netfipvAsip_input.c)
find prerecol handler or iemp_send

d jcmp_dest h . (netfipyH/icmp.c)
2o mp fed e Local IP Services

send an ICMP message
in response to a simation

Wathien Laton — Arkoen Netwerk Security — Feb 2002

(Figure from http://linux-ip.net/html/linux-ip.html)
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Interrupts

= Timing of IPv4 processing is tricky
* Packet arrivals are asynchronous
= Interrupt triggers processing

* What is an interrupt?
» Event signal
» Hardware interrupts: raised by device

Applications -, lowes! prioriy

» Software interrupts: raised by software %
» “Interrupt handler” is called to process
interrupt e e et preory
. gy packel quene
e Interrupt Priorities petween fevels ~H%

» Interrupts have different priorities
. device drivers
" HOW are Interrupt |eV€|S a”ocated’) handling frames highes! prigrily

* Livelock must be avoided —B—B8-
(Figure from Douglas Comer: Network
System Design using Network Processors)
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Scalability

= What is scalability?
* A system (design) is scalable if it can easily be extended in
“size” and performance
» More ports
» Faster links
= Scalability important in system design
* Design process is expensive
* Ability to easily extend to new requirements is important
* Performance requirement increase really fast
» Moore’s Law
* Systems will eventually be used in a different context

= |s a software router scalable?
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Assignments

= Exam I

* Prepare for next Tuesday

* Sample problems listed under “assignments” on course web site
= SPARK

* Assessment quiz
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